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ABSTRACT
We propose a bayesian probabilistic model for explicit pref-
erence data. The model introduces a generative process,
which takes into account both item selection and rating
emission to gather into communities those users who ex-
perience the same items and tend to adopt the same rat-
ing pattern. Each user is modeled as a random mixture
of topics, where each topic is characterized by a distribu-
tion modeling the popularity of items within the respective
user-community and by a distribution over preference val-
ues for those items. The proposed model can be associated
with a novel item-relevance ranking criterion, which is based
both on item popularity and user’s preferences. We show
that the proposed model, equipped with the new ranking
criterion, outperforms state-of-art approaches in terms of
accuracy of the recommendation list provided to users on
standard benchmark datasets.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Informa-
tion Search and Retriveal – Information Filtering; H.2.8.d
[Information Technology and Systems]: Database Ap-
plications - Data Mining; I.2.6 [Artificial Intelligence]:
Learning

General Terms
Algorithms, Experimentation, Performance
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With the increasing volume of information, products, ser-
vices (or, more generally, items) available on the Web, the
role of Recommender Systems (RS) and the importance of
highly-accurate recommendation techniques have become a
major concern both in e-commerce and academic research.
In particular, the goal of a RS is to provide users with not
trivial recommendations, that are useful to directly experi-
ence potentially interesting items. State-of-the art recom-
mendation methods have been largely approached from a
Collaborative Filtering (CF) perspective, which essentially
consists in the posterior analysis of past interactions between
users and items, aimed to identify suitable preference pat-
terns in users’ preference data.

Traditional CF approaches have focused on the minimiza-
tion of the prediction error, by employing standard statisti-
cal error metrics such as the popular Root Mean Squared Er-
ror (RMSE). The underlying assumption was that minimum
improvements in terms of RMSE would have determined an
increase of recommendation accuracy, which is the actual
goal. However, a recent study [7] has empirically shown
that a monotonic relation between prediction and recom-
mendation accuracy does not exist. In fact, the main result
of [7] is that Pure-SVD, which is not designed to minimize
prediction error, achieves the best result in terms of the ac-
curacy of the recommendation list provided to the users. By
following this observation, it has been subsequently shown
in [3] that probabilistic approaches based on latent-factor
models achieve the highest recommendation accuracy (and,
as matter of fact, outperform Pure-SVD), though being de-
signed to maximize the likelihood of the underlying model
rather than attempting to minimize the prediction error.

Following the line drawn in [7, 3], in this paper we propose
a new Bayesian User Community Model (UCM) and com-
paratively investigate its recommendation accuracy. Bayesian
UCM relies on a generative process, which takes into account
both item selection and rating emission, so that those users
who experience the same items and tend to adopt the same
rating pattern are gathered into communities. The individ-
ual users are modeled as a random mixture of topics, where
the individual topic is characterized by both a distribution
modeling the popularity of items within the respective user-
community and by a distribution over item ratings.



A key difference with respect to conventional probabilis-
tic approaches to recommendation is that Bayesian UCM
allows free-prediction [10]. While most of the conventional
probabilistic techniques focus on forced-prediction, which ex-
plicitly requires to predict the preference value for each ob-
served user-item pair, the goal of Bayesian UCM is to model
item selection and rating prediction simultaneously. A novel
item-ranking scheme, referred to as item selection and rele-
vance ranking, is used for this purpose. Such a scheme ac-
commodates both the components for item popularity within
the individual user communities and rating prediction.

Bayesian UCM reinterprets the former UCM [4] through
a Bayesian modeling approach, that is better suited to the
sparseness of the preference data and less susceptible to over-
fitting. Additionally, Bayesian UCM allows a simpler and
more elegant procedure for the estimation of model param-
eters through Gibbs sampling [5]. The experimental evalua-
tion in Sec. 4 shows that the proposed approach outperforms
state-of-art competitors in recommendation accuracy.

The outline of this paper is as follows. Section 2 intro-
duces some preliminaries. Section 3 develops the Bayesian
UCM model. Section 4 presents the results on an inten-
sive comparative evaluation of the Bayesian UCM model.
Finally, Section 5 concludes and highlights further research.

2. PRELIMINARIES
We introduce in this section the notation used throughout

the paper along with some preliminary concepts.
Let U = {u1, . . . , uM} be a set of M users and I =
{i1, . . . , iN} a set of N items. User’ s preferences can be
represented as a M × N matrix R, whose generic entry rui
denotes the rating value (i.e., the degree of preference) as-
signed by user u to item i. For each pair 〈u, i〉, rating values
rui fall within a limited integer range V = {0, . . . , V }, where
0 represents an unknown rating and V is the maximum de-
gree of preference. Notation rR denotes the average rating
among all those ratings rui > 0.

The number of users M as well as the number of items N
are very large (typically with M >> N) and, in practical ap-
plications, the rating matrix R is characterized by an an ex-
ceptional sparseness (e.g., more than 95%), since the individ-
ual users tend to rate a limited number of items. The set of
items rated by user u is denoted by IR(u) = {i ∈ I|rui > 0}.
Dually, UR(i) = {u ∈ U|rui > 0} is the set of all those users,
who rated item i. Any user u with a rating history, i.e., such
that IR(u) 6= ∅ is said to be an active user.

Given an active user u, the goal of a RS is to provide u
with a recommendation list R ⊆ I including unexperienced
items (i.e., R ∩ IR(u) = ∅), that are expected to be of in-
terest to u. This clearly involves predicting the interest of u
into unrated items. In this paper, we are interested in the
adoption of probabilistic approaches to CF for the genera-
tion of recommendation lists, since these offer some relevant
advantages (summarized in Section 3). In particular, we
focus on probabilistic approaches based on latent factors,
whose idea is that each preference observation 〈u, i〉 is gen-
erated by one of multiple possible states, which informally
explains the reason why u rated i.

[]=⇒Nuova sezione⇐=[]
In the following, to keep notation uncluttered, we will

write P (r, u, i) to mean the joint probability P (R = r, U =
u, I = i), where R, U and I are random variables taking
values r, u and i, respectively, from the set of rating values V,

the set of users U and the set of items I. Likewise, the same
notation will be also adopted for conditional probabilities
(e.g., P (r|u, i) corresponds to P (R = r|U = u, I = i) ).

Based on the underlying mathematical model, probabilis-
tic approaches allow the prediction of the expected interest
of a user u into an item i in two different ways [10].

• Forced prediction: the probabilistic model provides an
estimate of P (r|u, i), which represents the conditional
probability that user u assigns a rating value r given
the item i;

• Free prediction: the item selection process is included
in the probabilistic model, which is typically based on
the estimate of P (r, i|u). In this case we are interested
in predicting both the item selection and the prefer-
ence of the user for each selected item. P (r, i|u) can
be factorized as P (r|i, u)P (i|u); the resulting model
still includes a component of forced prediction which
however is weighted by the item selection component
and thus allows a more precise estimate of user’s pref-
erences.

In general, a recommendation list R can be generated as
follows:

• Let C be a set of d candidate recommendations to ar-
bitrary items, not yet rated by u;

• Associate each item i ∈ C with a score pui representing
u’s interest into i.

• Sort C in descending order of item scores pui ;

• Add the first k items from C to R and return the latter
to user u.

A common framework in the evaluation of the predictive
capabilities of a RS algorithm is to split the rating matrix
R into two matrices T and S, such that the former is used
to train the RS, while the latter is used for validation pur-
poses. By selecting a user u from S, the set C of candidate
recommendations is obtained by drawing upon I − IT(u).
The recommendation list R for u is then formed by follow-
ing the foregoing generation process and the accuracy of R
is ultimately assessed through a comparison with the items
appearing in IS(u). Therein, the standard classification-
based metrics, i.e., precision and recall, can be adopted to
evaluate the recommendation accuracy of R. Such metrics
require the capability to distinguish between relevant and
irrelevant recommendations.

Given a user u and a subset T ru ⊆ IS(u) of relevant items,
the degree of precision and recall of the k items within R is
defined as shown next:

Rec(k) =
1

M

M∑
u=1

|R ∩ T ru |
|T ru |

Prec(k) =
1

M

M∑
u=1

|R ∩ T ru |
k

Item relevance can be measured in several different ways.
Since explicit preference values are available, we consider as
relevant all those items that received a rating greater than
the average ratings in the training set, i.e.

T ru = {i ∈ IS(u)|Sui > rT}



The above definitions of precision and recall consider the
amount of useful recommendations. A different perspec-
tive can be considered by assuming that a recommendation
meets user satisfaction, if the user can find at least an inter-
esting item in the recommendation list. This perspective is
modeled by a different approach to measure the accuracy of
the recommendation list, proposed in [7], that introduces a
testing protocol, with which to accordingly tune the defini-
tion of precision and recall, that are henceforth referred to
as user-satisfaction (US) precision and recall.

A different definition of relevant items is at the basis of the
re-interpretation of standard precision and recall, namely:

T ru = {i ∈ IS(u)|Sui = V }

Then, the following testing protocol can be applied to as-
sess user satisfaction:

• For each user u and for each item i ∈ T ru :

– Generate the candidate list C by randomly draw-
ing from IR(u)− (IT(u) ∪ {i}).

– Add i to C.
– Associate each item within C with a suitable score

and sort C in descending order of item scores.

– Consider the position of the item i in the ordered
list: if i belongs to the top-k items, there is a hit ;
otherwise, there is a miss.

By definition, US recall for an interesting item can be
either 0 (in the case of a failure) or 1 (in the case case of a
hit). Likewise, US precision can be either 0 (in the case of a
failure) or 1

k
(in the case of a hit). The overall US precision

and recall are defined in [7] as the below averages:

US − Recall(k) =
#hits

|T ru |

US − Precision(k) =
#hits

k · |T ru |
=

US − Recall(k)

k

A key role in the process of generating accurate recom-
mendation lists is played by the schemes with which to rank
items candidate for recommendation. [3] provides a com-
parative analysis of three possible such schemes, and stud-
ies their impact in the accuracy of the recommendation list.
The results of such study can summarized as follows.

• Lower RMSE values do not necessarily imply improve-
ments in recommendation accuracy. Cutting-edge prob-
abilistic approaches, such as PMF [16], equipped with
expected-value (pui = E[R|u, i]) item-ranking schemes
have been shown to perform poorly in terms of recom-
mendation accuracy.

• Probabilistic CF methods were shown to outperform
state-of-the-art competitors in terms of recommenda-
tion accuracy when equipped with the item selection
scheme pui = P (i|u) =

∑
z P (z|u)P (i|z).

In the model proposed in this paper, we shall concentrate
on a mix of item selection and relevance ranking. Formally,
we aim at forcing the selection process to focus on relevant
items, by counterbalancing the prediction probability with
a component that represents the predicted relevance of an

item i with respect to a given user u:

pui = P (i, r > rT|u)

= P (i|u)P (r > rT|u, i)

=
∑
z

P (z|u)P (i|z)P (r > rT|i, z)

where P (r > rT|i, z) =
∑
r>rT

P (r|i, z).
As a concluding remark, it is worth to highlight that prob-

abilistic CF methods based on free-prediction are better
suited to support the item-selection-and-relevance-ranking
scheme.

3. A USER COMMUNITY MODEL
Probabilistic approaches assume that each preference ob-

servation is randomly drawn from the joint distribution of
the random variables which model users, items and pref-
erence values (if available). Typically, the random gener-
ation process follows a bag of words assumption and pref-
erence observations are assumed to be generated indepen-
dently. A key difference between probabilistic and deter-
ministic models relies in the inference phase: while the lat-
ter approaches try to minimize directly the error made by
the model, probabilistic approaches do not focus on a par-
ticular error metric; parameters are determined by maxi-
mizing the likelihood of the data, typically by employing
an expectation-maximization procedure [5]. Furthermore,
background knowledge can be explicitly modeled through
prior probabilities, thus allowing a direct control on overfit-
ting within the inference procedure [9]. By modeling prior
knowledge, probabilistic approaches implicitly also solve the
need for regularization, which affects traditional gradient-
descent based latent factors approaches. In addition, when
explicit preference values are available, probabilistic mod-
els can be used to model a distribution over rating values,
which allows to infer confidence intervals and to determine
the confidence of the model in providing a recommendation.

In this section we develop Bayesian UCM, a new proba-
bilistic approach for explicit preference data. The devised
Bayesian UCM model reformulates the basic UCM model [4]
through a Bayesian approach. With respect to UCM, that
relies on maximum likelihood estimation with multinomial
priors for model inference, the new Bayesian formulation is
both better suited to the sparsity of the rating matrix and
less susceptible to overfitting. Moreover, it allows the devel-
opment of a simpler and more elegant procedure for approx-
imated parameter estimation based on Gibbs sampling [5].

Bayesian UCM relies on a generative process, which takes
into account both item selection and rating emission. Each
user is modeled as a random mixture of topics, where the
individual topic is then characterized both by a distribu-
tion modeling item-popularity within the considered user-
community and by a distribution over preference values for
those items.

The main difference between the proposed Bayesian UCM
model and the state-of-art probabilistic approaches to CF is
the former is a free-prediction model. In fact, while most
of the models accord with a missing-value perspective and,
hence, are focused on the prediction of a preference value rui
given the pair 〈u, i〉, the Bayesian UCM model tries to also
infer the tendency of a user to experience some items over
others independent of her/his rating values. The Bayesian
UCM model assumes that this tendency is influenced by im-



plicit and hidden factors which characterize each user com-
munity. To elucidate, a user may be pushed to experience
a certain item because she/he belongs to a community in
which the category of that item occurs with an high proba-
bility, although this has no impact on the rating assigned to
the foresaid item category. The probability of observing an
item is independent from the rating assigned, given the state
of the latent variables. Moreover, free-prediction models are
focused on both the estimation of a rating behaviour and the
popularity of an item within each user community. An item
which has received high ratings and has been experienced
few times by the users belonging to the considered commu-
nity could not have better chances of being recommended
with respect to a popular item within the same community,
which has received only ratings around the average.

The generative process behind the Bayesian UCM can be
summarized as follows:

1. For each user u ∈ U sample user community-mixture

components ~ϑu ∼ Dir(α̃)

2. For each topic (or equivalently user community) z =
{1, · · · ,K},

(a) Sample item selection components ~ϕz ∼ Dir(~β)

(b) Sample rating probabilities ~εz ∼ Dir(~γ)

3. Sample the number of items for the user u, Nu ∝
Poisson(K)

4. For n = 1 to Nu

(a) Choose a user attitude zu,n ∼ Discrete(~ϑu)

(b) Choose an item in ∼Multi(ϕ|zu,n)

(c) Generate a rating value for the chosen item ac-
cording to the distribution P (r|~εzu,n,in)

The corresponding graphical model is illustrated in Fig. 1

α

ϑu zu,n

in

run

Φ
β

εγ

M

Nu

K

K ·N

Figure 1: Bayesian User Community Model

3.1 Inference and Parameter Estimation
We here introduce inference and parameter estimation

within the devised Bayesian UCM. The notation used in our
discussion is summarized in Tab. 3.1. Given the hyperpa-

rameters ~α, ~β and ~γ, the joint distribution of the data R, the
user-topic mixtures Θ, the item-selection components Φ, the

rating probabilities Γ and the observation-topic assignments
Z, can be computed as:

P (R, Z,Θ,Φ,Γ|~α, ~β,~γ) =P (R|Z,Φ,Γ)P (Z|Θ)

· P (Θ|~α)P (Φ|~β)P (Γ|~γ)

The complete data likelihood can be obtained by integrating
over Θ, Φ and Γ:

P (R, Z|~α, ~β,~γ) =

∫ ∫ ∫
P (R|Z,Φ,Γ)P (Z|Θ)

· P (Θ|~α)P (Φ|~β)P (Γ|~γ)

dΘdΦdΓ

which, due to the conditional independence R ⊥⊥ ~α|Z, can
be factored as:

P (R, Z|~α, ~β,~γ) =

∫
P (Z|Θ)P (Θ|~α)dΘ∫ ∫
P (R|Z,Φ,Γ)P (Φ|~β)P (Γ|~γ)dΦdΓ

By rearranging the components and grouping the conju-
gate distributions, the complete data likelihood can be ex-
pressed as:

P (R, Z|~α, ~β,~γ) =

M∏
u=1

1

∆(~α)

∫ K∏
k=1

ϑ
nk
u+αk−1

u,k d~ϑu

N∏
i=1

1

∆(~β)∆(~γ)

∫ K∏
k=1

ϕ
nk
i +βi−1

i,k d~ϕk

·
∫ K∏

k=1

V∏
r=1

ε
nk
i,r+γr−1

k,i,r d~εk,i

The latter is the starting point for the inference of all the
topics underlying the generative process, as the conditioned
distribution on Z can be written as:

P (Z|R, ~α, ~β,~γ) =
P (Z,R|~α, ~β,~γ)

P (R|~α, ~β,~γ)

This formula is however intractable, mainly because the
computation of the denominator requires a summation over
an exponential number of terms. Gibbs Sampling [5] ad-
dresses this problem by defining a Markov chain, in which
at each step inference can be accomplished by exploiting the

full conditional P (Zn|Z¬n,R, ~α, ~β,~γ). In the latter, n de-
notes a single rating observation n = {u, i, rui }, Zn is the cell
of the matrix Z which corresponds to this observation, and
Z¬n denotes the remaining topic assignments. The chain
is hence defined by iterating over all the available n states.
The Gibbs Sampling algorithm estimates the probability of
assigning the topic k to the n-th observation, given the as-
signment corresponding to all the other rating observations:

p(Zn = k|Z¬n,R) ∝ nku + αk − 1∑K
k′=1(nk′u + αk′)− 1

· nki + βi − 1∑N
i′=1

(
nki′ + βi′

)
− 1

·
nki,r + γr − 1∑V

r′=1(nkr′,i + γr′)− 1

(1)



SYMBOL DESCRIPTION
M #Users
N # Items
R M ×N Rating Matrix
K # topics/user communities
~α K- vector,

Dirichlet priors on user communities
~β N -vector,

Dirichlet priors on items
~γ V -vector,

Dirichlet priors on rating values

Θ matrix of parameters ~ϑu
~ϑu mixing proportion of communities for the user u
z topic variable
Φ matrix of parameters ~ϕk
~ϕk mixing proportion of items for the community k
Nu # preference observations for user u
Γ matrix of parameters ~εk
~εk vector of rating distributions ~εk,i for topic k
~εk,i distribution over rating values for the item i

and the community k
nki # times that the item i has been assigned to topic k
nki,r # times that the rating r has been assigned

to the item i when the topic is k
nku # times an item evaluated by u

has been assigned to topic k
zn topic assignment for the observation n = 〈u, i〉
z¬n topic assignment for all other observations except

the current observation n = 〈u, i〉

Table 1: Summary of notation

Given the state of the markov chain, denoted my M =
R, Z, where Z encodes the topic assignment for each pair
〈u, i〉 ∈ R, we can obtain the multinomial parameters Φ and
Θ and Γ noticing that, by algebraic manipulations, they re-
duce to Dirichlet distributions and can hence been estimated
as the underlying expectations [8]:

ϑu,k =
nku + αk

Nu +
∑K
k=1 αk

(2)

ϕi,k =
nki + βi∑N
i=1 n

k
i + βi

(3)

εk,i,r =
nkir + γr∑V

r′=1 n
k
ir′ + γr′

(4)

Alg. 1 shows the pseudocode for the inference phase: the
Gibbs Sampling procedure starts with a random initializa-
tion; then topic assignments are estimated till convergence
or till the number of performed iteration reaches the max-
imum value. Hyperparameters can be updated employing
iterative approximation (see [15] for further details). The
convergence criteria checks whether the increase in likeli-
hood (measured on held-out data) is above a predefined
threshold.

4. EXPERIMENTAL EVALUATIONS
In this section we comparatively evaluate the recommen-

dation performance of Bayesian UCM. The experiments are
aimed at assessing the quality of the proposed model in two
different perspective:

• From the forced-prediction viewpoint, we show that
the predictive accuracy (i.e., the prediction error) ex-
posed by the Bayesian UCM over unobserved ratings is

Algorithm 1 The Gibbs-sampling procedure for parameter
estimation within Bayesian UCM

Require: The sets U = {u1, . . . , uM} and I = {i1, . . . , iN}
the rating matrix R,the number of latent topics K, initial

hyperparameters ~α, ~β and ~γ.
1: initializeTopicAssignments() {Randomly assign topics}
2: iteration← 0
3: converged← false
4: while iteration < nMaxIterations and ¬converged do
5: for all 〈u, i, r〉 ∈ R do
6: z′u,i ← sampleTopic(u, i, r) {According to Eq. 1};
7: update counts using the new topic for the observation

〈u, i, r〉
8: end for
9: updateHyperParams()

10: if (iteration > burnin) and (iteration%sampleLag = 0)
then

11: sampleUserTopicsMixingProbabilities() {According
to Eq. 2 };

12: sampleItemSelectionProbabilities() {According to
Eq. 3 };

13: sampleRatingProbabilities() {According to Eq. 4 };
14: converged← checkConvergence()
15: end if
16: iteration← iteration+ 1
17: end while

comparable to other state-of-the art probabilistic ap-
proaches.

• Conversely, from the free-prediction viewpoint, we show
that Bayesian UCM is the top-notch approach in term
of recommendation accuracy, i.e., the accuracy of the
recommendation list generated.

According to the empirical results originally found in [7]
and subsequently confirmed in [3], there is no monotonic
relationship between prediction error (or, equivalently, ac-
curacy) and recommendation accuracy. Therefore, a low
prediction error does not necessarily imply a satisfactory
recommendation performance. The latter is better evalu-
ated in terms of the accuracy of the recommendation lists
provided to the users. Therefore, the findings in this section
will state the superiority of the Bayesian UCM in providing
accurate recommendations.

We perform the above evaluations on two reference bench-
mark data sets, namely MovieLens-1M1 and a sample of
Netflix data. The main features of these datasets are sum-
marized in the table below:

Also, notice that the co-clustering techniques dis-
cussed in the previous section, like the Flexible Mixture

for user communities and for item categories. In our
case instead, each user community is characterized by
its own partition over the item-set with a flexible num-
ber of topics. In addition, co-clustering models only

Nextflix MovieLens
Training Set Test Set Training Set Test Set

Users 435,656 389,305 6,040 6,040
Items 2,961 2,961 3,706 3,308

Ratings 5,714,427 3,773,781 800,168 200,041
Avg ratings (user) 13.12 9.69 132,47 33,119
Avg ratings (item) 1929.90 1274.50 215.91 60.47
Sparseness Coeff 0,9956 0,9643

As far as Predictive Accuracy is concerned, Bayesian UCM
provides the following estimation for user preference:

P (R = r|u, i) =
∑
z

P (z|~ϑu)P (r|z, i) =
∑
k

ϑu,kεk,i,r

We evaluate the RMSE of Bayesian UCM over the Movie-
Lens data set and compare its predictive accuracy against
1http://www.grouplens.org/system/files/million-ml-
data.tar 0.gz



a selection of state-of-art probabilistic competitors, namely,
Mixture of Multinomials [14], G-PLSA [9], URP-Boosted [13],
URP-Gibbs [2], UCM [4] and PMF [16]. Results are sum-
marized in Tab. 2, wherein column #Topics indicates the
number of latent factors taken into account within each in-
dividual probabilistic model. The minimum RMSE value is
highlighted in bold.

Approach Best RMSE #Topics
Mixture of Multinomials 0.9328 4

G-PLSA 0.9241 10
URP-Boosted (Variational) 0.9235 4

URP-Gibbs 0.8997 9
PMF 0.8655 10

UCM (Multinomial) 0.9638 4
UCM (Gaussian) 0.9359 2
Bayesian UCM 0.9263 30

Table 2: Summary of predictive competitor accu-
racy over the MovieLens dataset

Empirical evidence reveals that the predictive accuracy
of Bayesian UCM is lower than that of G-PLSA, URP-
Boosted, URP-Gibbs and PMF. This is not a surprising
finding, since the generative process of the foresaid com-
petitors is focused on the prediction accuracy. By looking at
the results in Tab. 2, Bayesian UCM is superior to both the
variants of UCM. In particular, Bayesian UCM outperforms
significantly the UCM variant equipped with multinomial
rating distribution.

It is worth providing an insight into the difference in pre-
dictive accuracy between URP-Gibbs and Bayesian UCM,
since both are Bayesian probabilistic approaches based on
a Gibbs sampling procedure for approximated model infer-
ence. The observed RMSE discrepancy is essentially due
to the nature of the underlying mathematical models. In-
deed, URP-Gibbs is a forced-prediction approach meant to
increase the likelihood of those communities, in which a sim-
ilar rating behavior is observed across the respective users.
This is clearly preferable for predictive accuracy. Instead,
Bayesian UCM is a free-prediction approach, that considers
not only the rating behavior but also the frequency of item
selection in the identification of user communities. As a mat-
ter of fact, the generic community gathers those users who
tend to assign similar ratings to items that are frequently
experienced within the same community. Therefore, as it
has been already anticipated, an item which has received
high ratings from few users of a community could not have
better chances of being recommended with respect to a pop-
ular item within the same community, which has received
only ratings around the average. In other words, combin-
ing rating behavior (which is the only component in forced-
prediction) with item selection for free prediction tends to
have a negative impact on the resulting predictive accuracy.

As already discussed, the results are significanlty differ-
ent when recommendation accuracy is taken into account.
Here, Bayesian UCM is compared against a selection of het-
erogeneous competitors, namely Top-Pop and Item-Avg [7],
Pure-SVD [7], LDA [6], PLSA [11], URP-Gibbs and UCM.
Item ranking in the context of the foresaid probabilistic ap-
proaches, apart from UCM, exclusively relies on item selec-
tion. The UCM is the only competitor that can combine
both item selection and rating emission for item ranking,
as it directly supports a free-prediction approach. Also, It
is worth noticing that, though being the top-performer in

terms of predictive accuracy, PMF is not considered here,
because previous tests performed in [3] have shown that its
recommendation accuracy is low.

The results are summarized in Fig. 2 in which Bayesian
UCM is referred to as BUCM for convenience. The latter
achieves the best performance against all the competitors,
and in general the two datasets confirm the same trend. 2

Notice that, the performances of both Pure-SVD and PLSA
over the Netflix data set are very close to Top-Pop.

The graphs show the results achieved by the selected com-
petitors over the MovieLens data set, when the size of their
recommendation lists varies from 1 to 20. It is evident
that all probabilistic approaches, with the only exception
of PLSA, outperform both the baseline methods, namely
Top-Pop and Item-Avg, as well as Pure-SVD. This confirms
the effectiveness of probabilistic modeling, as it is claimed
in [3]. In particular, Bayesian UCM outperforms all com-
petitors both in (standard and US) precision and recall.

The gain in accuracy with respect to LDA is more signifi-
cant when US-precision and US-recall are taken into account
(recall 0.5 vs 0.468 when k = 20), mainly because in this test
item ranking benefits from the component of predicted rel-
evance.

Notably, the discrepancy between the recommendation ac-
curacy of Bayesian UCM and UCM is consistently large.
This confirms the advantages of the Bayesian approach. Also,
it is worth noticing how URP, though exhibiting a higher
predictive accuracy than Bayesian UCM, poorly performs
in terms of recommendation accuracy with respect to the
latter. Such an empirical evidence confirms the importance
of the selection component in the recommendation process.

The US precision and recall of Bayesian UCM are fur-
ther (comparatively) investigated over the Movielens data
set, when the size of the random sample of candidate rec-
ommendations is varied in the testing protocol (recalled in
section 2) from 250 to 1000. The results shown in Fig. 3
prove the superiority of Bayesian UCM.

Finally, it is important to evaluate whether the Bayesian
UCM introduced a significant performance degradation. In
principle, the increase in recommendation accuracy comes
at a cost of a more complex model which in turn provides a
more complex inference procedure. In fig. 4 we compare the
execution times of the Bayesian UCM to those of the URP
model. The two models exhibit a similar generative process,
the difference lying in the explicit modeling (and inference)
of the item selection component. The latter difference how-
ever, only yields a reasonable overhead.

5. CONCLUSIONS AND FUTURE WORK
We proposed Bayesian UCM, a new probabilistic approach

to recommendation, that is derived as a Bayesian reformu-
lation of the former UCM approach [5]. Bayesian UCM is
better suited to the sparsity of the rating matrix and less
susceptible to overfitting. Its underlying idea is to assume a
generative process, that takes into account both item selec-
tion and rating emission for the purpose of gathering those
users who experience the same items and tend to adopt the
same rating pattern into communities. The individual users
are modeled as a random mixture of topics, where each
topic is characterized by a distribution modeling the pop-

2We omitted some models on NetFlix data to ease readabil-
ity of the overlapping curves.
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Figure 2: Precision and recall over the MovieLens and Netflix data sets
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Figure 3: Recommendation accuracy over the
MovieLens data set with the increasing size of the
random sample and K = 20

ularity of items within the respective user-community and
by a distribution over preference values for those items. A
novel criterion for item ranking was also proposed within
Bayesian UCM that accommodates both the components for
item popularity within the individual user communities and
rating prediction. Model inference relies on a simple and
elegant procedure for approximated parameter estimation
based on Gibbs sampling. An intensive experimental vali-
dation showed that Bayesian UCM outperforms state-of-art
approaches to recommendation in terms of recommendation
accuracy.

We planned to comparatively investigate the behavior of
Bayesian UCM on larger-scale data sets such as Yahoo!!Music3.
Moreover, ongoing research efforts aim to incorporate both
collaborative and content features [1, 12, 17] within Bayesian
UCM. This is expected to produce more accurate recommen-
dations even in the case of new users/items.
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